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We want to understand intelligence, not only map its network of correlations with
other constructs. This means to reveal the functional – and ultimately, the neural –
mechanisms underlying intelligent information processing. Among the theoretical
constructs within current theories of information processing, [working memory
capacity] WMC is the one parameter that correlates best with measures of reasoning
ability, and even with gf and g. Therefore, investigating WMC, and its relationship
with intelligence, is psychology’s best hope to date to understand intelligence.

Oberauer and colleagues (2005, p. 64)

Working memory (WM) is a construct developed by cognitive psychologists to
characterize and help further investigate how human beings maintain access to goal-
relevant information in the face of concurrent processing and/or distraction. For
example, suppose you are conducting an internet search to find information about an
intelligence researcher. To conduct the search you need to remember the researcher’s
name and institution, and perhaps a few keywords about their work. WM is required
to keep these pieces of information in mind while typing and then navigating the
search results. Many important cognitive behaviors, beyond searching the Internet –
such as reading, reasoning, and problem-solving – require WM because for each of
these activities, some information must be maintained in an accessible state while
new information is processed and potentially distracting information is ignored.
Working memory is a limited-capacity system. That is, there is only so much

information that can be maintained in an accessible state at one time. There is also
substantial variation in WM capacity (WMC) across individuals: Older children
have greater capacity than younger children, the elderly tend to have lesser capacity
than younger adults, and patients with certain types of neural damage or disease have
lesser capacity than healthy adults. There is even a large degree of variation inWMC
within healthy adult samples of subjects, such as within-college student samples.
It is important to clarify at the outset the distinction between working memory and

working memory capacity. Working memory refers to the cognitive system required
to maintain access to information in the face of concurrent processing and/or
distraction (including mechanisms involved in stimulus representation, mainte-
nance, manipulation, and retrieval), while working memory capacity refers to the
maximum amount of information an individual can maintain in a particular task that
is designed to measure some aspect(s) of WM.
The focus of this chapter is on the relationship between WMC and fluid intelli-

gence (Gf) in healthy young adults. Two meta-analyses, conducted by different
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groups of researchers, estimate the correlation between WMC and Gf to be some-
where between r = 0.72 (Kane, Hambrick, & Conway, 2005) and r = 0.85 (Oberauer
et al., 2005). These estimates are remarkably consistent with a recent large sample
study (N = 2,200) that found a correlation of r = 0.77 betweenWMC and Gf (Gignac,
2014). Thus, according to these analyses, WMC accounts for at least half the
variance in Gf. This is impressive, yet for this line of work to truly inform theoretical
accounts of intelligence, we need to better understand the construct of WM and
discuss the various ways in which it is measured.
The emphasis here is on fluid intelligence rather than crystallized intelligence,

general intelligence (g), or intelligence more broadly defined, because most of the
research linking WM to the concept of intelligence has focused on fluid abilities and
reasoning rather than on acquired knowledge or skill (however, see Hambrick, 2003;
Hambrick & Engle, 2002; Hambrick & Meinz, 2011; Hambrick & Oswald, 2005).
Fluid intelligence is defined as “the use of deliberate and controlled mental

operations to solve novel problems that cannot be performed automatically”
(McGrew, 2009, p. 5.). This is a natural place to focus our microscope because
WM is most important in situations that do not allow for the use of prior knowledge
and less important in situations in which skills and strategies guide behavior
(Ackerman, 1988; Engle et al., 1999).
This chapter begins with a brief review of the history of working memory,

followed by our own contemporary view of WM, which is largely shaped by
Cowan’s model (1988, 1995, 2001, 2005) but also incorporates ideas from indivi-
dual-differences research (for a review, see Unsworth & Engle, 2007), neuroimaging
experiments (for a review, see Jonides et al., 2008), and computational models of
WM (Ashby et al., 2005; Oberauer et al., 2012; O’Reilly & Frank, 2006). We then
discuss the measurement of WMC. These initial sections allow for a more informed
discussion of the empirical work that has linked WMC and Gf. We then consider
various theories of the relationship between WMC and Gf, with an emphasis on our
new view, which we refer to as process overlap theory (Kovacs & Conway, 2016).

Historical Perspective on Working Memory

The concept of WM was first introduced by G. A. Miller, Galanter, and
Pribram (1960) in their influential book, Plans and the Structure of Behavior. They
proposed a dynamic and flexible short-term memory system that is necessary to
structure and execute a plan. They referred to this short-term memory system as
a type of “working memory” and speculated that it may be dependent upon the
prefrontal cortex.
The constructWM was introduced in the seminal chapter by Baddeley and Hitch

(1974). Prior to their work, the dominant theoretical construct used to explain short-
term memory performance was the short-term store (STS), epitomized by the so-
called modal model of memory popular in the late 1960s (e.g., Atkinson & Shiffrin,
1968). According to these models, the STS plays a central role in cognitive behavior,
essentially serving as a gateway to further information processing. It was therefore
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assumed that the STS would be crucial for a range of complex cognitive behaviors,
such as planning, reasoning, and problem-solving. The problem with this approach,
as reviewed by Baddeley and Hitch, was that disrupting the STS with a small
memory load had very little impact on people’s performance on a range of complex
cognitive tasks, particularly reasoning and planning (cf. Crowder, 1982). Moreover,
patients with severe STS deficits – for example, a digit span of only two items –
functioned rather normally on a wide range of complex cognitive tasks (Shallice &
Warrington, 1970; Warrington & Shallice, 1969). This would not be possible if the
STS were essential for information processing, as proposed by the modal model.
Baddeley and Hitch therefore proposed a more complex construct, working

memory, that could maintain information in a readily accessible state, consistent
with the STS, but could also engage in concurrent processing, as well as maintain
access to more information than the limited capacity STS could purportedly main-
tain. According to this perspective, a small amount of information can be maintained
via “slave” storage systems, akin to the STS, but more information can be processed
and accessed via a central executive, which was poorly described in the initial WM
model but has since been refined and will be discussed in more detail in the section
Contemporary View of Working Memory.
Baddeley and Hitch argued thatWMbut not the STS plays an essential role in a range

of complex cognitive tasks. According to this perspective, WMC should be more
predictive of cognitive performance than the capacity of the STS. This prediction was
first supported by an influential study by Daneman and Carpenter (1980), which
explored the relationship between the capacity of the STS, WMC, and reading com-
prehension, as assessed by what then was called the Verbal section of the Scholastic
Aptitude Test (SAT-V). STS capacity was assessed using a word span task, in which
a series of words was presented, one word per second, and at the end of a series, the
subject was prompted to recall all the words in correct serial order. Daneman and
Carpenter developed a novel task to measure WMC. The task was designed to require
short-term storage, akin to word span, but also to require the simultaneous processing
of new information. Their reading span task required subjects to read a series of
sentences aloud and remember the last word of each sentence for later recall. Thus,
the storage and recall demands of reading span are the same as for the word span task,
but the reading span task has the additional requirement of reading sentences aloud
while trying to remember words for later recall. This type of task is thought to be an
ecologically valid measure of the WM construct proposed by Baddeley and Hitch.
Consistent with the predictions of WM theory, the reading span task correlated

more strongly with SAT-V (r = 0.59) than did the word span task (r = 0.35). This may
not seem at all surprising, given that both the SAT-V and reading span involve
reading. However, subsequent work by Turner and Engle (1989) and others showed
that the processing component of theWM span task does not have to involve reading
for the task to be predictive of SAT-V. They had subjects solve simple mathematical
operations while remembering words for later recall and showed, consistent with
Daneman and Carpenter (1980), that this task – called operation span – predicted
SAT-V more strongly than did the word span task. More recent research has shown
that a variety of WM span tasks, all demanding parallel processing and storage but
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with diverse content, are strongly predictive of a wide range of complex cognitive
tasks. This suggests that the relationship between WM span performance and com-
plex cognition is largely domain-general (e.g., Kane et al., 2004).
In sum, WM is a relatively young construct in the field of psychology. It was

proposed as an alternative conception of short-term memory performance in an
attempt to account for empirical evidence that was inconsistent with the modal
model of memory that included an STS to explain short-term memory. Complex
memory span tasks, such as reading span and operation span, were shown to be more
strongly correlated with measures of complex cognition, including intelligence tests,
than are simple span tasks, such as digit span and word span.

Contemporary View of Working Memory

Delineating the exact characteristics of WM and accounting for variation in
WMC continues to be an extremely active area of research. There are, therefore,
several current theoretical models of WM and several explanations of WMC varia-
tion. In this section we introduce just one view ofWM, Cowan’s model (1988, 1995,
2001, 2005), simply to provide the proper language necessary to explain WM
measurement and the empirical data linking WMC to intelligence. Later in the
chapter we will consider alternative theoretical accounts.
Cowan’s model (see Figure 21.1) assumes that WM consists of activated long-

term memory representations (see also Anderson, 1983; Atkinson & Shiffrin, 1971;

Figure 21.1 Evolving conceptions of memory storage, selective attention, and
their mutual constraints within the human information-processing system (from
Cowan, 1988). Reprinted with permission of the American Psychological
Association.
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Hebb, 1949) and a central executive responsible for cognitive control (for work that
explains cognitive control without reference to a homuncular executive, see O’Reilly
& Frank, 2006). Within this activated set of representations, or “short-term store,”
there is a focus of attention that can maintain approximately four items in a readily
accessible state (Cowan, 2001). In other words, we can “think of” approximately
four mental representations at one time.
Our own view is quite similar to the model in Figure 21.1. However, we make

three modifications. First, we prefer “unitary store” models of memory rather than
multiple-store models and therefore do not think of the activated portion of long-
term memory (LTM) as a “store.” The reason for this distinction is that there is very
little neuroscientific evidence to support the notion that there is a neurologically
separate “buffer” responsible for the short-term storage of information (see Postle,
2006).We acknowledge that there are memory phenomena that differ as a function of
retention interval (for a review, see Davelaar et al., 2005), but we argue that these
effects do not necessitate the assumption of a short-term store (for a review see
Sederberg, Howard, & Kahana, 2008).
Second, recent work has shown that the focus of attention may be limited to

just one item, depending on task demands (Garavan, 1998; McElree, 2001; Nee
& Jonides, 2008; Oberauer, 2002). We therefore adopt Oberauer’s view that
there are actually three layers of representation in WM: (1) the focus of
attention, limited to one item; (2) the region of direct access, limited to
approximately four items; and (3) representations active above baseline but
no longer in the region of direct access. To avoid confusion over Cowan versus
Oberauer’s terminology, we will use the phrase “scope of attention” to refer to
the limited number of items that are readily accessible, recognizing that one
item may have privileged access.
Third, and most important for the current chapter, we argue that Cowan’s

view of WMC is too limited to account for complex cognitive activity.
Complex cognitive behavior, such as reasoning, reading, and problem-solving,
requires rapid access to more than four items at one time. WM therefore must
also consist of a retrieval mechanism that allows for the rapid retrieval of
information from LTM. This notion has been referred to as long-term WM
(Ericsson & Kintsch, 1995).
Thus, we viewWM as consisting of at least three main components: (1) cognitive

control mechanisms (or the central executive), which are most likely governed by the
prefrontal cortex (PFC), anterior cingulate cortex (ACC), and subcortical structures
including the basal ganglia and thalamus (Ashby et al., 2005; Botvinick, 2007;
E. K.Miller &Cohen, 2001; O’Reilly & Frank, 2006); (2) one to four representations
in the scope of attention, which are most likely maintained via activity in
a frontoparietal network (Todd & Marois, 2004; Vogel & Machizawa, 2004); and
(3) a retrieval mechanism responsible for the rapid retrieval of information from
LTM. This process is most likely achieved via cortical connections from the PFC to
the medial temporal lobe (MTL), including the hippocampus (Chein, Moore, &
Conway, 2011; Nee & Jonides, 2008; Ranganath, 2006; O’Reilly & Norman,
2002; Unsworth & Engle, 2007).
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Measurement of Working Memory Capacity

Several different WM tasks are used in contemporary research. These tasks
vary in extremely important ways, which we discuss. Also, the extent to whichWMC
predicts Gf is largely dependent upon which set of tasks one uses to measure WMC.
Thus, a detailed discussion of various WM tasks is essential here. We mainly
consider WM tasks that have shown strong correlations with measures of Gf in
a domain-general fashion, for example, a verbal WM task predicting a spatial-
reasoning task and vice versa.

Complex Span Tasks

As discussed, complex span tasks, such as reading span (Daneman & Carpenter,
1980) and operation span (Turner & Engle, 1989), were designed from the perspec-
tive of the original WM model. Other complex span tasks include the counting span
task (Case, Kurland, & Goldberg, 1982), as well as various spatial versions (see
Kane et al., 2004; Shah &Miyake, 1996). Complex span tasks require participants to
engage in some sort of simple processing task (e.g., reading unrelated sentences
aloud or completing a math problem, as in reading span and operation span,
respectively) between the presentations of to-be-remembered items (e.g., letters,
words, digits, spatial locations). After several items have been presented, typically
between two and seven, the subject is prompted to recall all the to-be-remembered
items in correct serial order. A common characteristic of all complex span tasks is
that they require access to information (the digits) in the face of concurrent proces-
sing (for a review of these tasks see Conway et al., 2005).
As mentioned earlier, complex span tasks reveal strong correlations with the

SAT-V (r approximately 0.5; see Daneman and Carpenter, 1980, 1983; Turner and
Engle, 1989) and other measures of reading comprehension (r ranging from 0.50 to
0.90 depending on the comprehension task). Complex span tasks also correlate
highly with each other regardless of the processing and storage task (Turner &
Engle, 1989). For example, Kane and colleagues (2004) administered several
verbal and several spatial complex span tasks and the range of correlations
among all the tasks was r = 0.39 to r = 0.51. Moreover, the correlation between
latent variables representing spatial complex span and verbal complex span was
r = 0.84 and the correlation between a latent variable representing all complex
span tasks and Gf was r = 0.76. These results suggest that complex span tasks tap
largely domain-general mechanisms, which makes them good candidates for
exploring the relationship between WMC and Gf.

Simple Span Tasks

Simple span tasks (e.g., digit span, word span, letter span), in contrast to complex
span, do not include an interleaved processing task between the presentation of to-be
-remembered items. For example, in digit span, one digit is presented at a time,
typically one per second, and after a series of digits, the subject is asked to recall the
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digits in correct serial order. Simple span tasks are among the oldest tasks used in
memory research – for example, digit span was included in the first intelligence test
(Binet, 1903) – and continue to be popular in standardized intelligence batteries (e.g.,
WAIS, WISC).
As discussed earlier, simple span tasks like digit span correlate less well with

measures of complex cognition than complex span tasks (Conway et al., 2002;
Daneman & Carpenter, 1980; Daneman & Merikle, 1996; Engle et al., 1999; Kane
et al., 2004). Also, simple span tasks are thought to be more domain-specific than
complex span tasks, such that within-domain correlations among simple span tasks
are higher than cross-domain correlations among simple span tasks (Kane et al.,
2004).
These results would suggest that simple span tasks are not ideal candidates for

exploring the relationship between WMC and Gf. However, recent research has
shown that in some situations, simple span tasks correlate as well with measures of
Gf as do complex span tasks, and in some cases they tap domain-general WM
processes. We discuss three of these situations here: (1) simple span with very
rapid presentation of items, known as running span; (2) simple span with spatial
stimuli, known as spatial simple span; and (3) simple span with long lists of items,
known as long-list simple span.
In a running memory span task (Pollack, Johnson, & Knaff, 1959), subjects are

rapidly presented with a very long list of to-be-remembered items, the length of
which is unpredictable. At the end of the list, the subject is prompted to recall as
many of the last few items as possible. Cowan and colleagues (2005) found that
running span correlates well with various measures of cognitive ability in children
and adults (see also Mukunda & Hall, 1992). Cowan and colleagues argued that the
rapid presentation (e.g., four items per second as compared to one item per second in
digit span) prevents verbal rehearsal and that any WM memory task that prevents
well-learned maintenance strategies, such as rehearsal and chunking, will serve as
a good predictor of complex cognition, including Gf.
This same explanation may demonstrate why simple span tasks with spatial

stimuli tend to show strong correlations with measures of Gf (Kane et al., 2004;
Miyake et al., 2001). For example, in a computerized version of the Corsi blocks
task, subjects are presented with a 4 × 4matrix and a series of cells in the matrix flash,
one location at a time, typically at a rate of one location per second. At the end of
a series, the subject is required to recall the flashed locations in correct serial order.
Kane and colleagues (2004) found that a latent variable derived from three spatial
simple span tasks correlates as well with Gf as a latent variable derived from three
spatial complex span tasks.
Simple span tasks are also strong predictors of Gf when only trials with long lists

are considered. Reanalyzing data from Kane and colleagues (2004), Unsworth and
Engle (2006a) showed that the correlation between simple span and Gf increased as
the number of to-be-remembered items in the span task increased. In contrast, the
correlation between complex span and Gf remained stable as the number of items in
the complex span task increased. Also, the correlation between simple span and
Gfwas equivalent to the correlation between complex span and Gf for lists of four or
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more items. Unsworth and Engle therefore argued that controlled retrieval of items is
needed when the number of items exceeds the scope of attention, that is, approxi-
mately four items. According to this perspective, simple span tasks with long lists
require the same retrieval mechanism as complex span tasks because in each type of
task, some information is lost from the scope of attention and must be recovered at
the recall prompt. In the case of long-list simple span, some items are lost because the
scope of attention is full and in the case of complex span, items are lost because
attention is shifted to the processing component of the task.

Scope of Attention Tasks

Running-memory span and spatial simple span tasks with short lists, discussed
earlier, might also be considered “scope of attention” tasks. Cowan (2001) reviewed
evidence from a variety of tasks that prevent simple maintenance strategies such as
rehearsal and chunking, and found that for most of these tasks, the number of items
that could be maintained was about four. As mentioned above, other researchers have
shown that, in some tasks, one item in the focus of attention has privileged access
(Garavan, 1998; McElree, 2001; Nee & Jonides, 2008; Oberauer, 2002) but accord-
ing to Cowan’s (2001) review, the scope of attention is approximately four items.
While running span and spatial simple span may be considered part of this class, they
are not ideal measures of the scope (and control) of attention because the to-be-
remembered items must each be recalled and therefore performance is susceptible to
output interference. In other words, it’s possible that more than four items are
actively maintained but some representations are lost during recall.
For this reason, the visual-array comparison task (Luck & Vogel, 1997) is con-

sidered a better measure of the scope of attention. There are several variants of the
visual-array comparison task, but in a typical version, the subject is briefly presented
(e.g., 100 ms) with an array of several items that vary in shape and color. After a short
retention interval (e.g., 1 s), the subject is then presented with another array and
asked to judge whether the two arrays are the same or different. On half of the trials,
the two arrays are the same and on the other half, one item in the second array is
different. Thus, if all items in the initial array are maintained, then subjects will be
able to detect the change. Most subjects achieve 100 percent accuracy on this task
when the number of items is fewer than four, but performance begins to drop as the
number of items in the array increases beyond four.
Tasks that are designed to measure the scope of attention, like visual-array

comparison tasks, have not been used in studies of WM and Gf as often as in
complex and simple span tasks, but research shows that scope of attention tasks
account for nearly as much variance in cognitive ability as complex span tasks (Awh
et al., 2009; Cowan et al., 2005; Cowan et al., 2006).

Coordination and Transformation Tasks

All of the above-mentioned tasks require subjects to recall or recognize information
that was explicitly presented. In some WM tasks, which we label “coordination and
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transformation” tasks, subjects are presented with information and required to
manipulate and/or transform that information to arrive at a correct response. We
include in this class backward span, letter-number sequencing, and alphabet recod-
ing, as well as more complex tasks used by Kyllonen and Christal (1990) and
Oberauer and colleagues (Oberauer, 2004; Oberauer et al., 2003; Süß et al., 2002).
Backward span tasks are similar to simple span tasks except that the subject is

required to recall the items in reverse order. Thus, the internal representation of the
list must be transformed for successful performance. In letter-number sequencing,
the subject is presented with a sequence of letters and numbers and required to recall
first the letters in alphabetical order and then the numbers in chronological order. In
alphabet recoding, the subject is required to perform addition and subtraction using
the alphabet, for example, C – 2 = A. The subject is presented with a problem and
required to generate the answer. Difficulty is manipulated by varying the number of
letters presented, such as CD – 2 = AB.
Kyllonen and Christal (1990) found very strong correlations between WMC and

reasoning ability, using a variety of WM tasks that can all be considered in this
“coordination and transformation” class . Also, Oberauer and colleagues (2003)
showed that the correlation between WMC and Gf does not depend upon whether
WM is measured using complex span tasks or these types of transformation tasks,
suggesting that coordination and transformation tasks tap the same mechanisms as
complex span tasks, suggesting that the dual-task nature of complex span tasks (i.e.,
processing and storage) is not necessary for a WM task to be predictive of Gf.

N-Back Tasks

In an n-back task, the subject is presented with a series of stimuli, one at a time,
typically one every two to three seconds, and must determine if the current stimulus
matches the one presented n-back. The stimuli may be verbal, such as letters or
words, or visual objects, or spatial locations. N-back tasks have been used exten-
sively in functional magnetic resonance imaging (fMRI) experiments, and more
recently in WM training experiments. Gray, Chabris, and Braver (2003) showed that
a verbal n-back task was a strong predictor of a matrix reasoning task (Raven’s
Advanced Progressive Matrices), making n-back a class of WM tasks to consider as
we discuss the relationship between WMC and Gf.

Empirical Evidence Linking WMC and Gf

Now that we have considered various measures of WMC, we turn to
a review of the empirical evidence linking WMC and Gf. As mentioned, two recent
meta-analyses, conducted by two different groups of researchers, estimated the
correlation between WMC and Gf to be somewhere between r = 0.72 (Kane et al.,
2005) and r = 0.85 (Oberauer et al., 2005). Kane and colleagues summarized the
studies included in their meta-analysis in a table, which is reproduced here (see Table
21.1). Each of the studies included in the meta-analysis administered several tests of
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Table 21.1 Correlations betweenWMC andGf/reasoning factors derived from confirmatory factor
analyses of data from latent-variable studies with young adults

Study WMC tasks Gf/reasoning tasks r (95% CI)

Kyllonen &
Christal (1990)
Study 2: N = 399

ABC numerical assignment,
mental arithmetic, alphabet
recoding

Arithmetic reasoning. AB
grammatical reasoning, verbal
analogies, arrow grammatical
reasoning, number sets

0.91 (0.89, 0.93)

Study 3: N = 393 Alphabet recoding, ABC Arithmetic reasoning, AB
grammatical reasoning, ABCD
arrow, diagramming relations,
following instructions, letter
sets, necessary arithmetic
operations, nonsense
syllogisms

0.79 (0.75, 0.82)

Study 4: N = 562 Alphabet recoding, mental
math

Arithmetic reasoning, verbal
analogies, number sets, 123
symbol reduction, three term
series, calendar test

0.83 (0.80, 0.85)

Engle et al.
(1999); N = 133

Operation span, reading span,
counting span, ABCD, keeping
track, secondary memory/
immediate free recall

Raven, Cattell culture fair 0.60 (0.48, 0.70)

Miyake et al.
(2001); N = 167

Letter rotation, dot matrix Tower of Hanoi, random
generation, paper folding,
space relations, cards, flags

0.64 (0.54, 0.72)

Ackerman, Beier,
& Boyle (2002);
N = 135

ABCD order, alpha span,
backward digit span,
computation span,
figural-spatial span, spatial
span, word-sentence span

Raven, number series,
problem-solving, necessary
facts, paper folding, spatial
analogy, cube comparison

0.66 (0.55, 0.75)

Conway et al.
(2002); N = 120

Operation span, reading span,
counting span

Raven, Cattell culture fair 0.54 (0.40, 0.66)

Süß et al. (2002);
N = 121a

Reading span, computation
span, alpha span, backward
digit span, math span, verbal
span, spatial working memory,
spatial short-term memory,
updating numerical, updating
spatial, spatial coordination,
verbal coordination

Number sequences, letter
sequences, computational
reasoning, verbal analogies,
fact/opinion, senseless
inferences, syllogisms, figural
analogies, Charkow, Bongard,
figure assembly, surface
development

0.86 (0.81, 0.90)

Hambrick
(2003); N = 171)

Computation span, reading
span

Raven, Cattell culture fair,
abstraction, letter sets

0.71 (0.63, 0.78)

Mackintosh &
Bennett (2003);
N = 138b

Mental counters, reading span,
spatial span

Raven, mental rotations 1.00
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WMC and several tests of Gf, and latent variable analysis was used to determine the
strength of the relationship between the two constructs. A variety of WM tasks was
used in these studies, including complex span, simple span, and coordination and
transformation tasks. None of the studies referenced in Table 21.1 used tests
designed to measure the scope of attention, such as visual-array comparison, or
n-back tasks. One finding that has emerged from these studies is that complex span
tasks are a stronger predictor of Gf than is a simple span (Conway et al., 2002;
Daneman & Carpenter, 1980; Daneman & Merikle, 1996; Engle et al., 1999; Kane
et al., 2004).
These recent findings have important implications for theories of the relationship

between WMC and Gf. However, it is imperative to emphasize that, in each of these
cases – simple span with spatial stimuli, and simple span with long lists – the
variance explained in Gf is not entirely the same as the variance explained by
complex span. To illustrate this, we reanalyzed data from Kane and colleagues
(2004). We conducted a series of hierarchical regression analyses to determine the
variance in Gf that is either uniquely or commonly explained by complex span and
simple span (cf. Chuah & Maybery, 1999). The results of this analysis are presented
in Figure 21.2, panel (a). As the figure illustrates, simple span with spatial stimuli
accounts for a substantial portion of variance in Gf, and some of that variance is
shared with complex span but some of it is unique to simple span with spatial stimuli.
At first glance, this finding indicates that spatial simple span is tapping a mechanism
that is important to Gf but is not common to complex span. However, the battery of

Table 21.1 (cont.)

Study WMC tasks Gf/reasoning tasks r (95% CI)

Colom et al.
(2004) Study 1:
N = 198

Mental counters, sentence
verification, line formation

Raven, surface development 0.86 (0.82, 0.89)

Study 2: N = 203 Mental counters, sentence
verification, line formation

Surface development, cards,
figure classification

0.73 (0.82, 0.89)

Study 3; N = 193 Mental counters, sentence
verification, line formation

Surface development, cards,
figure classification

0.41 (0.29, 0.52)

Kane et al.
(2004); N = 236)

Operation span, reading span,
counting span, rotation span,
symmetry span, navigation
span

Raven, WASI matrix, BETA III
matrix, reading
comprehension, verbal
analogies, inferences, nonsense
syllogisms, remote associates,
paper folding, surface
development, form board,
space relations, rotated blocks

0.67 (0.59, 0.73)

WMC =working memory capacity; Gf = general fluid intelligence; 95%CI = the 95% confidence interval around
the correlations; WASI = Wechsler Abbreviated Scale of Intelligence.
a N with the complete data set available (personal communication, K. Oberauer, July 7, 2004).
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reasoning tasks used by Kane and colleagues to derive the Gf factor had a slight bias
toward spatial reasoning tests. When we model Gf from only the verbal reasoning
tests, we observe a different result (see Figure 21.2, panel (b)). This suggests that
spatial simple span does not account for any domain-general variance in Gf above
and beyond complex span.
Unsworth and Engle (2006a) conducted a similar analysis with respect to the

relationship between complex span, simple span with short and long lists, and Gf.
The results of their analysis are reproduced here in Figure 21.3. As with simple span
with spatial stimuli, simple span with long lists (5–7 items) accounts for a substantial
percentage of variance in Gf (22.5%). However, most of that variance is shared with
complex span (79%). This suggests that simple span with long lists and complex
span tap similar mechanisms.
As mentioned, none of the studies in the meta-analyses conducted by Kane and

colleagues (2005) included tasks specifically designed to measure the scope of

(a)

(b)

Figure 21.2 Reanalysis of Kane et al. (2004). Reprinted with permission of the
American Psychological Association.
Panel (a): Complex span, spatial simple span, and verbal simple span predicting
Gf indexed by verbal reasoning, spatial reasoning, and figural matrix tasks. Panel
(b): Complex span, spatial simple span and verbal simple span predicting verbal
reasoning.
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attention. However, Cowan and colleagues (2005) have conducted several recent
studies to explore the relationship among scope of attention tasks, complex span, and
cognitive ability in both children and adults. The results from just one of these
studies are reproduced in Figure 21.4. Here we see that the variance in Gf accounted
for by scope of attention tasks is largely shared by complex span tasks but that
complex span tasks account for variance in Gf above and beyond scope of attention
tasks. This result suggests that complex span and scope of attention tasks tap some
overlapping mechanisms but complex span taps something that is important to
Gf that is not required by scope of attention tasks.
Finally, studies by Jeremy Gray and colleagues have considered the relationship

among complex span, Gf, and n-back. An important feature of Gray’s n-back task is
the inclusion of lure trials, which are trials in which the current stimulus matches
a recently presented stimulus, but not the one n-back (e.g., n − 1 or n + 1 back).
Accuracy to lure trials is lower than accuracy to non-lure foils, and accuracy to lure
trials correlates more strongly with complex span tasks and with tests of Gf than

Figure 21.3 Reanalysis of Unsworth and Engle (2006a). Reprinted with
permission of Elsevier.

Figure 21.4 Reanalysis of Cowan et al. (2005). Reprinted with permission of
Elsevier.
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accuracy to non-lure trials (Burgess et al., 2011; Gray et al., 2003; Kane et al., 2007).
Burgess and colleagues examined the relationship between lure accuracy, complex
span, and Gf. The results of their analyses are reproduced in Figure 21.5. Here again,
n-back and complex span account for much of the same variance in Gf, but complex
span accounts for a substantial portion of variance in Gf that is not explained by
n-back (see also Kane et al., 2007). As with the scope of attention tasks, this suggests
that complex span and n-back tap some mechanisms that are common and important
to Gf but that they also tap some mechanisms that are unique and important to Gf.

Theoretical Accounts of the Link between WM and Gf

Several theoretical accounts have been offered to account for the strong
relationship between WMC and Gf. It should be stated at the outset that these
different accounts vary more in terms of emphasis and approach than they do in
terms of the data they explain or the predictions they make. Furthermore, we believe
that these various accounts can be encompassed by one theory, our multi-mechanism
view, which we discuss in the section Process Overlap Theory: A Multi-Mechanism
View.

Executive Attention

The first comprehensive theoretical account of the relationship between WMC
and Gf was offered by Engle and colleagues, and particularly in the work of
Engle and Kane (Engle & Kane, 2004; Kane & Engle, 2002). This view has
been referred to as the “controlled attention” or “executive attention” theory.
According to this perspective, individuals with more effective cognitive control
mechanisms, such as goal maintenance, selective attention, and interference
resolution (inhibition), will perform better on a variety of tasks, including
measures of WMC and tests of Gf. There is a great deal of support for this
theory, and an exhaustive review is not possible here. Instead, we will highlight
a few important findings. First, performance on various WM tasks has been
linked to mechanisms of cognitive control, such as inhibition. For example,
individuals who perform better on complex span tasks do so in part because
they are better at resolving proactive interference from previous trials (Bunting,

Figure 21.5 Reanalysis of Burgess et al. (2011).
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2006; Unsworth & Engle, 2007). Similarly, individuals who perform better on
complex span tasks are also more accurate on lure trials in the n-back task and
lure trials predict Gf better than non-lure trials (Burgess et al., 2011; Gray et al.,
2003; Kane et al., 2007). Also, tasks that place heavy demands on cognitive
control but little demand on memory predict Gf (Dempster & Corkill, 1999).
Perhaps most striking, the correlation between complex span and Gf increases as

a function of the amount of proactive interference (PI) in the task (Bunting, 2006).
Bunting had subjects perform a complex span task and manipulated the category
from which the to-be-remembered items were drawn (words or digits). The category
was repeated for three items (to build PI) and then switched on the fourth item (to
release PI). The correlation between complex span and Raven’s Progressive
Matrices, a marker of Gf, increased linearly as PI increased and dropped significantly
when PI was released.
While executive attention theory has enjoyed considerable support, a fair criticism

is that the empirical evidence is overly reliant on studies using complex span tasks.
This is problematic because complex span tasks are, as the name suggests, complex.
Thus, while Engle and colleagues have argued that “executive attention” is the
primary source of variation in these tasks, other researchers have emphasized the
fact that other sources of variance are at play as well, such as domain-specific
abilities required to perform the processing component of the task (e.g., mathema-
tical ability in the case of operation span, or verbal ability in the case of reading span;
Bayliss, Jarrold, Gunn, & Baddeley, 2003; Daneman & Carpenter, 1983; Shah &
Miyake, 1996). Also, performance of complex span tasks can be influenced by
strategy deployment, such that a person may perform above average on a complex
span task because they implement an effective strategy, not because the person
actually has superior WMC (Dunlosky & Kane, 2007; McNamara & Scott, 2001;
Turley-Ames & Whitfield, 2003).

Scope and Control of Attention

According to Cowan’s approach, the scope of attention is limited to about four items,
and individual differences in the scope and control of attention are what drive the
correlation between measures of WMC and Gf (for a similar perspective on capacity
limitations, see Drew & Vogel, 2009). The difference between Cowan’s approach
and that of Engle and colleagues, however, may be just one of emphasis. Cowan’s
recent work has emphasized the scope of attention while Engle’s recent work,
particularly that of Unsworth and Engle, has emphasized retrieval of information
that has been lost from the focus of attention. Thus, we do not see these views as
necessarily incompatible and we incorporate both into our multi-mechanism view,
articulated in the section Process Overlap Theory: A Multi-Mechanism View. One
issue of debate, however, is whether scope of attention tests of WMC, like visual-
array comparison, account for the same variance in Gf as complex span tasks. The
results of Cowan and colleagues (2005), reproduced here in Figure 21.4, suggest that
complex span tasks have something in common with Gf that scope of attention tasks
do not. However, Cowan and colleagues reported confirmatory factor analyses
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indicating that a two-factor model of the WM tasks, dissociating scope of attention
and complex span, did not fit the data better than a single-factor model. Also, more
recent work has demonstrated correlations between scope of attention tasks and
Gf that are as strong as correlations typically observed between complex span tasks
and Gf (Awh et al., 2009; Cowan et al., 2006). More research is needed to further
investigate the relationship among scope of attention tasks, complex span tasks, and
Gf.

Binding Limits

Oberauer and colleagues characterize the relationship between WMC and Gf as one
of “binding limits” rather than one of attention (Oberauer et al., 2012). Oberauer
argues that memory requires the binding of features into objects and the binding of
objects into episodes. There is a limit to the number of bindings that can be actively
maintained at once and this causes WMC. Importantly, more complex tasks require
more bindings, and Oberauer has shown that more complex WM tasks tend to show
stronger correlations with tests of Gf, which themselves are complex tasks. Of
particular importance is the finding, mentioned in the section Coordination and
Transformation Tasks, that WM tasks that require multiple bindings, such as coor-
dination and transformation tasks, predict Gf just as well as do complex span tasks,
and account for largely the same variance in Gf as complex span tasks (Oberauer
et al., 2003; Süß et al., 2002). This suggests that the dual-task nature of complex span
tasks is not necessary to predict Gf and calls into question a basic tenet of executive
attention theory, that is, that cognitive control mechanisms are responsible for the
relationship betweenWMC and Gf. That said, an unresolved issue is the relationship
between attention and binding. Hence, it isn’t clear if Oberauer’s view is incompa-
tible with Engle and/or Cowan’s view.

Active Maintenance and Controlled Retrieval

Unsworth and Engle (2007) argue that there are two dissociable domain-general
mechanisms that influence WMC: (1) a dynamic attention component that is respon-
sible for maintaining information in an accessible state; and (2) a probabilistic cue-
dependent search component, which is responsible for searching for information that
has been lost from the focus of attention. For example, as a subject performs
a complex span task, the dynamic attention component is necessary to coordinate
the processing and storage demands of the task and to maintain the to-be-
remembered items in an accessible state. The search component is necessary at the
recall prompt to recover to-be-remembered items that may have been lost from the
focus of attention because of the demands of the processing component of the task.
Empirical support for this theory comes from simple span tasks with long lists and

from serial free recall tasks designed to assess primacy and recency effects. As
mentioned, Unsworth and Engle (2006a, 2007) have shown that simple span tasks
with long lists correlate as well with Gf as measures of complex span tasks and much
of the variance explained by simple span with long lists is shared with complex span
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(see Figure 21.4). They argue that simple span with long lists taps the same
controlled retrieval mechanism as complex span because the focus of attention is
overloaded and items displaced from the focus of attention must be recovered during
recall. More recent work demonstrates that individual differences in the primacy
portion of free recall account for different variance in Gf than individual differences
in the recency portion (Unsworth, Spillers, & Brewer, 2010). Unsworth and collea-
gues (2010) argue that variance in the primacy effect is driven by individual
differences in controlled retrieval, and variance in the recency effect is driven by
individual differences in active maintenance via attention.
While Unsworth and Engle (2007) do not provide a neural model of their theory,

the dynamic attentional processes implicated in their account are consistent with
recent computational models ofWM that implicate PFC, ACC, and parietal cortex as
regions involved in the active maintenance, updating, and monitoring of information
in WM (Botvinick et al., 2001; Frank, Loughry, & O’Reilly, 2001; E. K. Miller &
Cohen, 2001; O’Reilly & Frank, 2006). Indeed, neuroimaging studies of complex
span tasks show that PFC, ACC, and parietal areas are more strongly recruited in
complex span tasks than during simple span tasks (Bunge et al., 2000; Chein et al.,
2011; Kondo et al., 2004; Osaka et al., 2003; Osaka et al., 2004; Smith et al., 2001).
Unsworth and Engle (2007) further speculate that the medial temporal lobes

(MTL) are also important for WM performance, which is a relatively novel predic-
tion (but see Ranganath, 2006). In particular, they argue that the cue-dependent
search process implicated during recall relies on coordinated activity between PFC
and MTL. This view is also consistent with computational models that examine the
interaction between PFC and MTL in a variety of memory tasks (O’Reilly &
Norman, 2002). Indeed, a recent fMRI study indicates greater PFC and hippocampal
activity during recall in complex span tasks than during recall in simple span tasks
(Chein et al., 2011).

Process Overlap Theory: A Multi-Mechanism View

We argue that there are multiple domain-general cognitive mechanisms underlying
the relationship betweenWMC and Gf. Our view is shaped by Unsworth and Engle’s
account discussed in the section Active Maintenance and Controlled Retrieval, but
also by computational models and neuroimaging data that similarly fractionate WM
into dissociable mechanisms. Most important among these are the scope and control
of attention, updating and conflict monitoring, interference resolution, and controlled
retrieval. These mechanisms have been linked to neural activity in specific brain
regions: PFC-parietal connections for the scope and control of attention (Todd &
Marois, 2004; Vogel & Machizawa, 2004); a PFC-ACC-basal ganglia-thalamus
network for updating and conflict monitoring (Ashby et al., 2005; Botvinick, 2007;
O’Reilly & Frank, 2006); inferior frontal cortex for interference resolution (Aron,
Robbins, & Poldrack, 2004); and PFC-hippocampal connections for controlled
retrieval (Chein et al., 2011; Nee & Jonides, 2008; Ranganath, 2006).
This multi-mechanism view of the relationship between WMC and Gf is consis-

tent with process overlap theory, a recent account of the general factor of intelligence
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(Kovacs & Conway, 2016). The primary aim of the theory is to explain the finding
that cognitive ability tests with diverse content all correlate positively. This finding,
called the positive manifold, is the basis of the general factor, g, that explains
40–50 percent of the entire variance in IQ tests.
The multi-mechanism view in general and the idea of overlapping processes

determining mental test performance in particular is not new. In fact, it dates back
to one of the earliest criticisms of Spearman’s g (Thompson, 1916). Spearman
described the underlying source of variance in g as a unitary construct, reflecting
some sort of cognitive resource, or “mental energy.” However, Thomson demon-
strated that the positive manifold could be caused by multiple processes as long as
a battery of tests tap these various processes in an overlapping fashion. This is the
basis of so-called sampling theories (Thomson, 1916; Thorndike, 1927).
Thomson (1916) provided a mathematical proof of this, showing that the correla-

tion between any two tests can be described as the function of the ratio of processes
in common, that is, the number of processes sampled by both tests relative to the total
number of processes sampled by each. Thus, g may not reflect a unitary construct;
instead, it may emerge from a battery of tasks that sample overlapping domain-
general mechanisms. It has since been reinforced with more elaborate mathematical
methods that it is impossible to select between Spearman’s and Thomson’s explana-
tion on a purely statistical basis (Bartholomew, Deary, & Lawn, 2009).
Besides subscribing to a multi-process, sampling approach to intelligence, process

overlap theory also draws heavily on the concept of working memory capacity in
explaining the positive manifold in intelligence. The theory postulates an overlap of
cognitive processes activated by various mental ability tests and working memory tasks.
In particular, it is hypothesized that any itemor task requires a number of domain-specific
as well as domain-general cognitive processes. Domain-general processes responsible
for executive attention and cognitive control are central to performance on both mental
tests and working memory tasks since they are activated by a large number of items,
alongside domain-specific processes tapped by specific types of items/tests only.
The theory actually focuses on limitations. That is, the central processes that are

tapped by a large numbers of tasks limit performance in a general way andmake errors
more likely regardless of the domain-specific processes that are also tapped by the
same tasks. This way, executive processes function as a bottleneck and can potentially
mask individual differences in specific processes. Hence process overlap theory,
contrary to traditional models of sampling, proposes a nonadditive interaction of
processes: Instead of simply adding scores on sampled processes, the mathematical
model behind process overlap theory proposes that each individual dimension of a task
has to be completed in order for someone to arrive at a correct solution. A single
process can cancel the effect of all other processes and be the cause of error on its own.
Importantly, process overlap theory provides an explanation of the general factor

of working memory capacity as well as g. It proposes that the same pool of domain-
general executive resources is tapped by different working memory tasks as different
psychometric tests of cognitive ability, especially the ones that measure fluid reason-
ing. According to the theory, that is why the general factors of working memory and
fluid intelligence correlate so strongly.
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Conclusions

Working memory has emerged as a very useful construct in the field of
psychology. Various measures of WMC have been shown to correlate quite strongly
with measures of intelligence, accounting for at least half the variance in Gf. We
argue that these correlations exist because tests of WMC and tests of Gf tap multiple
domain-general cognitive mechanisms required for the active maintenance and rapid
controlled retrieval of information. This argument is more formally expressed in
a framework we refer to as process overlap theory (Kovacs & Conway, 2016).
More research is also needed to better specify the various mechanisms underlying

performance of WM and reasoning tests. Neuroimaging studies on healthy adults
and neuropsychological tests of patients with various neurological damage or disease
will be especially fruitful. For example, fMRI studies have illustrated that individual
differences in activity in PFC during a WM task partly account for the relationship
between WMC and Gf (Burgess et al., 2011; Gray et al., 2003). One intriguing
possibility is that individual differences in activity in different brain regions (or
network of regions) account for different variance in Gf. For example, based on the
work of Unsworth and Engle (2007), it may be possible to demonstrate that indivi-
dual differences in activity in the PFC, ACC, and parietal cortex, reflecting active
maintenance during a WM task, account for different variance in Gf rather than
individual differences in activity in PFC and hippocampus, reflecting controlled
retrieval during a WM task.
The multi-mechanism view also has implications for research onWM training and

for cognitive therapy for the elderly and patients with neural damage or disease. That
is, rather than treat WM as a global construct, training and remediation could be
tailored more specifically. Instead of “WM training” we envisage mechanism-
specific training. That is, training a specific domain-general cognitive mechanism
should result in improved performance across a variety of tasks. There is some
research supporting this idea (Dahlin et al., 2009; Karbach & Kray, 2009) but again,
more work is needed to confirm the reliability and durability of these results.
In sum, WMC is strongly correlated with Gf. We argue that the relationship

between these constructs is driven by the operation of multiple domain-general
cognitive mechanisms that are required for the performance of tasks designed to
measure WMC and for the performance of test batteries designed to assess fluid
intelligence, consistent with process overlap theory (Kovacs & Conway, 2016).
Future research in cognitive psychology and neuroscience will hopefully refine our
understanding of these underlying mechanisms, which will in turn sharpen the multi-
mechanism view.

References

Ackerman, P. L. (1988). Determinants of individual differences during skill acquisition:
Cognitive abilities and information processing. Journal of Experimental
Psychology: General, 117, 288–318.

522 andrew r. a. conway and kristof kovacs

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core


Ackerman, P. L., Beier, M. E., & Boyle, M. O. (2002). Individual differences in working
memory within a nomological network of cognitive and perceptual speed abilities.
Journal of Experimental Psychology: General, 131, 567–589.

Anderson, J. R. (1983). The architecture of cognition. Cambridge, MA: Harvard University Press.
Aron, A. R., Robbins, T. W., & Poldrack, R. A. (2004). Inhibition and the right inferior frontal

cortex. Trends in Cognitive Sciences, 8, 170–177.
Ashby, F. G., Ell, S. W., Valentin, V. V., & Casale, M. B. (2005). FROST: A distributed

neurocomputational model of working memory maintenance. Journal of Cognitive
Neuroscience, 17, 1728–1743.

Atkinson, R. C., & Shiffrin, R. M. (1968). Human memory: A proposed system and its control
processes. In K. W. Spence & J. T. Spence (Eds.), The psychology of learning and
motivation (vol. 2, pp. 89–195). New York: Academic Press.

Atkinson, R. C., & Shiffrin, R. M. (1971). The control of short-term memory. Scientific
American, 225, 82–90.

Awh, E., Fukuda, K., Vogel, E. K., & Mayr, U. (2009). Quantity not quality: The relationship
between fluid intelligence and working memory capacity. Paper presented at the
fiftieth annual meeting of the Psychonomic Society, Boston, November.

Baddeley, A. D., & Hitch, G. (1974). Working memory. In G. A. Bower (Ed.), The psychology
of learning and motivation (vol. 8, pp. 47–89). New York: Academic Press.

Bartholomew, D. J., Deary, I. J., & Lawn, M. (2009). A new lease of life for Thomson’s bonds
model of intelligence. Psychological Review, 116(3), 567–579. http://doi.org/10
.1037/a0016262

Bayliss, D. M., Jarrold, C., Gunn, D. M., & Baddeley, A. D. (2003). The complexities of
complex span: Explaining individual differences in working memory in children
and adults. Journal of Experimental Psychology: General, 132, 71–92.

Binet, A. (1903). Etude expérimentale de l’intelligence (The experimental study of intelli-
gence). Paris: Schlecher.

Botvinick, M. (2007). Conflict monitoring and decision making: Reconciling two perspectives on
anterior cingulate function. Cognitive, Affective and Behavioral Neuroscience, 7,
356–366.

Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S., & Cohen, J. D. (2001). Conflict
monitoring and cognitive control. Psychological Review, 108, 624–652.

Bunge, S. A., Klingberg, T., Jacobsen, R. B., & Gabrieli, J. D. E. (2000). A resource model of
the neural basis of executive working memory. Proceedings of the National
Academy of Sciences, 97, 3573–3578.

Bunting, M. F. (2006). Proactive interference and item similarity in working memory. Journal
of Experimental Psychology: Learning, Memory, and Cognition, 32, 183–196.

Burgess, G. C., Braver, T. S., Conway, A. R. A., & Gray, J. R. (2011). Neural mechanisms of
interference control underlie the relationship between fluid intelligence andworking
memory span. Journal of Experimental Psychology: General, 140, 674–692.

Case, R., Kurland, M. D., & Goldberg, J. (1982). Operational efficiency and the growth of
short-term memory span. Journal of Experimental Child Psychology, 33, 386–404.

Chein, J. M., Moore, A. B., & Conway, A. R. A. (2011). Domain-general mechanisms of
active maintenance and serial recall in complex working memory span.
Neuroimage, 54, 550–559.

Chuah, Y. M. L., & Maybery, M. T. (1999). Verbal and spatial short-term memory: Common
sources of developmental change? Journal of Experimental Child Psychology, 73,
7–44.

Working Memory and Intelligence 523

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

http://doi.org/10.1037/a0016262
http://doi.org/10.1037/a0016262
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core


Colom, R., Rebollo, I., Palacios, A., Juan-Espinosa, M., & Kyllonen, P. C. (2004). Working
memory is (almost) perfectly predicted by g. Intelligence, 32, 277–296.

Conway, A. R. A., Cowan, N., Bunting, M. F., Therriault, D., & Minkoff, S. (2002). A latent
variable analysis of working memory capacity, short term memory capacity, proces-
sing speed, and general fluid intelligence. Intelligence, 30, 163–183.

Conway, A. R. A., Kane, M. J., Bunting, M. F., Hambrick, D. Z., Wilhelm, O., & Engle, R. W.
(2005). Working memory span tasks: A methodological review and user’s guide.
Psychonomic Bulletin and Review, 12(5), 769–786.

Cowan, N. (1988). Evolving conceptions of memory storage, selective attention, and their
mutual constraints within the human information processing system. Psychological
Bulletin, 104, 163–191.

Cowan, N. (1995). Attention and memory: An integrated framework. Oxford: Oxford University
Press.

Cowan, N. (2001). The magical number 4 in short-term memory: A reconsideration of mental
storage capacity. Behavioral and Brain Sciences, 24, 87–185.

Cowan, N. (2005). Working memory capacity. Hove, UK: Psychology Press.
Cowan, N., Elliott, E. M., Saults, J. S., Morey, C. C., Mattox, S., Hismjatullina, A., et al.

(2005). On the capacity of attention: Its estimation and its role in working memory
and cognitive aptitudes. Cognitive Psychology, 51(1), 42–100.

Cowan, N., Fristoe, N. M., Elliott, E. M., Brunner, R. P., & Saults, J. S. (2006). Scope of
attention, control of attention, and intelligence in children and adults. Memory and
Cognition, 34, 1754–1768.

Crowder, R. G. (1982). The demise of short-term memory. Acta Psychologica, 50, 291–323.
Dahlin, E., Bäckman, L., Neely, A. S., & Nyberg, L. (2009). Training of the executive

component of working memory: Subcortical areas mediate transfer effects.
Restorative Neurology and Neuroscience, 27(5), 405–419.

Daneman, M., & Carpenter, P. A. (1980). Individual differences in working memory and
reading. Journal of Verbal Behavior and Verbal Learning, 19, 450–466.

Daneman, M., & Carpenter, P. A. (1983). Individual differences in integrating information
between and within sentences. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 9, 561–584.

Daneman, M., & Merikle, P. M. (1996). Working memory and language comprehension: A
meta-analysis. Psychonomic Bulletin and Review, 3, 422–433.

Davelaar, E. J., Goshen-Gottstein, Y., Ashkenazi, A., Haarmann, H. J., & Usher, M. (2005).
The demise of short-term memory revisited: Empirical and computational investi-
gations of recency effects. Psychological Review, 112, 3–42.

Dempster, F. N., & Corkill, A. J. (1999). Interference and inhibition in cognition and behavior:
Unifying themes for educational psychology. Educational Psychology Review, 11,
1–88.

Drew, T., & Vogel, E. K. (2009). Working memory capacity limitations. In L. R. Squire (Ed.)
Encyclopedia of neuroscience (vol. 10, pp. 523–531). Amsterdam: Elsevier.

Dunlosky, J., & Kane, M. J. (2007). The contributions of strategy use to working memory
span: A comparison of strategy-assessment methods. Quarterly Journal of
Experimental Psychology, 60, 1227–1245.

Engle, R. W., & Kane, M. J. (2004). Executive attention, working memory capacity, and
a two-factor theory of cognitive control. In B. Ross (Ed.), The psychology of
learning and motivation (pp. 145–199). New York: Academic Press.

524 andrew r. a. conway and kristof kovacs

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core


Engle, R. W., Tuholski, S. W., Laughlin, J. E., & Conway, A. R. A. (1999). Working memory,
short-term memory and general fluid intelligence: A latent variable approach.
Journal of Experimental Psychology: General, 128, 309–331.

Ericsson, K. A., & Kintsch, W. (1995). Long-term working memory. Psychological Review,
102(2), 211–245.

Frank, M. J., Loughry, B., & O’Reilly, R. C. (2001). Interactions between the frontal cortex
and basal ganglia in workingmemory: A computational model.Cognitive, Affective,
and Behavioral Neuroscience, 1, 137–160.

Garavan, H. (1998). Serial attention within working memory. Memory and Cognition, 26,
263–276.

Gignac, G. E. (2014). Fluid intelligence shares closer to 60% of its variance with working
memory capacity and is a better indicator of general intelligence. Intelligence, 47,
122–133. http://doi.org/10.1016/j.intell.2014.09.004

Gray, J. R., Chabris, C. F., & Braver, T. S. (2003). Neural mechanisms of general fluid
intelligence. Nature Neuroscience, 6, 316–322.

Hambrick, D. Z. (2003). Why are some people more knowledgeable than others? A longitudinal
study of real-world knowledge acquisition.Memory & Cognition, 31, 902–917.

Hambrick, D. Z., & Engle, R. W. (2002). Effects of domain knowledge, working memory
capacity, and age on cognitive performance: An investigation of the knowledge-is-
power hypothesis. Cognitive Psychology, 44, 339–387.

Hambrick, D. Z., & Meinz, E. J. (2011). Limits on the predictive power of domain-specific
experience and knowledge in skilled performance. Current Directions in
Psychological Science, 20(5), 275–279. http://doi.org/10.1177/0963721411422061

Hambrick, D. Z., & Oswald, F. L. (2005). Does domain knowledge moderate involvement of
working memory capacity in higher-level cognition? A test of three models. Journal
of Memory and Language, 52, 377–397.

Hebb, D. O. (1949). Organization of behavior. New York: Wiley.
Jonides, J., Lewis, R. L., Nee, D. E., Lustig, C. A., Berman,M. G., &Moore, K. S. (2008). The

mind and brain of short-term memory. Annual Review of Psychology, 59, 193–224.
Kane, M. J., Conway, A. R. A., Miura, T. K., & Colflesh, G. J. H. (2007). Working memory,

attention control, and the n-back task: A question of construct validity. Journal of
Experimental Psychology: Learning, Memory, and Cognition, 33, 615–622.

Kane, M. J., & Engle, R. W. (2002). The role of prefrontal cortex in working-memory capacity,
executive attention, and general fluid intelligence: An individual-differences
perspective. Psychonomic Bulletin and Review, 9, 637–671.

Kane, M. J., Hambrick, D. Z., & Conway, A. R. A. (2005). Working memory capacity and
fluid intelligence are strongly related constructs: Comment on Ackerman, Beier, and
Boyle (2005). Psychological Bulletin, 131, 66–71.

Kane, M. J., Hambrick, D. Z., Tuholski, S. W., Wilhelm, O., Payne, T. W., & Engle, R. W.
(2004). The generality of working memory capacity: A latent-variable approach to
verbal and visuospatial memory span and reasoning. Journal of Experimental
Psychology: General, 133, 189–217.

Karbach, J., & Kray, J. (2009). How useful is executive control training? Age differences in near
and far transfer of task-switching training.Developmental Science, 12(6), 976–990.

Kondo, H., Morishita, M., Osaka, N., Osaka, M., Fukuyama, H., & Shibasaki, H. (2004).
Functional roles of the cingulo-frontal network in performance on working memory.
Neuroimage, 21, 2–14.

Working Memory and Intelligence 525

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

http://doi.org/10.1016/j.intell.2014.09.004
http://doi.org/10.1177/0963721411422061
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core


Kovacs, K., & Conway, A. R. A. (2016). Process overlap theory: A unified account of the
general factor of intelligence. Psychological Inquiry, 27(3). http://doi.org/10.1080
/1047840X.2016.1153946

Kyllonen, P. C., & Christal, R. E. (1990). Reasoning ability is (little more than)
working-memory capacity?! Intelligence, 14, 389–433.

Luck, S. J., & Vogel, E. K. (1997). The capacity of visual working memory for features and
conjunctions. Nature, 390, 279–281.

Mackintosh, N. J., & Bennett, E. S. (2003). The fractionation of working memory maps onto
different components of intelligence. Intelligence, 31, 519–531.

McGrew, K. S. (2009). CHC theory and the human cognitive abilities project: Standing on the
shoulders of the giants of psychometric intelligence research. Intelligence, 37(1),
1–10. http://doi.org/10.1016/j.intell.2008.08.004

McElree, B. (2001). Working memory and focal attention. Journal of Experimental
Psychology: Learning, Memory and Cognition, 27, 817–835.

McNamara, D. S., & Scott, J. L. (2001). Working memory capacity and strategy use.Memory
and Cognition, 29, 10–17.

Miller, E. K., & Cohen, J. D. (2001). An integrative theory of prefrontal cortex function.
Annual Review of Neuroscience, 24, 167–202.

Miller, G. A., Galanter, E., & Pribram, K. H. (1960). Plans and the structure of behavior.
New York: Holt.

Miyake,A., Friedman,N. P.,Rettinger,D.A., Shah, P.,&Hegarty,M. (2001).Howare visuospatial
working memory, executive functioning, and spatial abilities related? A latent variable
analysis. Journal of Experimental Psychology: General, 130, 621–640.

Mukunda, K. V., & Hall, V. C. (1992). Does performance on memory for order correlate with
performance on standardized measures of ability? Ameta-analysis. Intelligence, 16,
81–97.

Nee, D. E., & Jonides, J. (2008). Neural correlates of access to short-term memory.
Proceedings of the National Academy of Sciences, 105, 14228–14233.

Oberauer, K. (2002). Access to information in working memory: Exploring the focus of
attention. Journal of Experimental Psychology: Learning, Memory, and Cognition
2002, 28, 411–421.

Oberauer, K., Lewandowsky, S., Farrell, S., Jarrold, C., & Greaves, M. (2012). Modeling
working memory: An interference model of complex span. Psychonomic Bulletin
and Review, 19(5), 779–819. http://doi.org/10.3758/s13423-012-0272-4

Oberauer, K., Schulze, R., Wilhelm, O., & Süß, H. M. (2005). Working memory and
intelligence – their correlation and their relation: A comment on Ackerman, Beier,
and Boyle (2005). Psychological Bulletin, 131, 61–65.

Oberauer, K., Süß, H. M., Wilhelm, O., &Wittman, W.W. (2003). The multiple faces of working
memory: Storage, processing, supervision, and coordination. Intelligence, 31, 167–193.

O’Reilly, R. C., & Frank, M. J. (2006). Making working memory work: A computational
model of learning in the prefrontal cortex and basal ganglia. Neural Computation,
18, 283–328.

O’Reilly, R. C., & Norman, K. A. (2002). Hippocampal and neocortical contributions to
memory: Advances in the complementary learning systems framework. Trends in
Cognitive Sciences, 6(12), 505–510.

Osaka, M., Osaka, N., Kondo, H., Morishita, M., Fukuyama, H., Aso, T., et al. (2003). The
neural basis of individual differences in working memory capacity: An fMRI study.
Neuroimage, 18, 789–797.

526 andrew r. a. conway and kristof kovacs

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

http://doi.org/10.1080/1047840X.2016.1153946
http://doi.org/10.1080/1047840X.2016.1153946
http://doi.org/10.1016/j.intell.2008.08.004
http://doi.org/10.3758/s13423-012-0272-4
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core


Osaka, N., Osaka, M., Kondo, H., Morishita, M., Fukuyama, H., & Shibasaki, H. (2004). The
neural basis of executive function in working memory: An fMRI study based on
individual differences. Neuroimage, 21, 623–631.

Pollack, I., Johnson, I. B., & Knaff, P. R. (1959). Running memory span. Journal of
Experimental Psychology, 57, 137–146.

Postle, B. R. (2006). Working memory as an emergent property of the mind and brain.
Neuroscience, 139, 23–38.

Ranganath, C. (2006). Working memory for visual objects: Complementary roles of inferior
temporal, medial temporal, and prefrontal cortex. Neuroscience, 139(1), 277–289.

Sederberg, P. B., Howard, M. W., & Kahana, M. J. (2008). A context-based theory of recency
and contiguity in free recall. Psychological Review, 115, 893–912.

Shah, P., & Miyake, A. (1996). The separability of working memory resources for spatial
thinking and language processing: An individual differences approach. Journal of
Experimental Psychology: General, 125, 4–27.

Shallice, T., & Warrington, E. K. (1970). Independent functioning of verbal memory stores:
A neuropsychological study. Quarterly Journal of Experimental Psychology, 22,
261–273.

Smith, E. E., Geva, A., Jonides, J., Miller, A., Reuter-Lorenz, P., & Koeppe, R. A. (2001). The
neural basis of task-switching in working memory: Effects of performance and
aging. Proceedings of the National Academy of Sciences, 98, 2095–2100.

Süß, H. M., Oberauer, K., Wittman, W.W., Wilhelm, O., & Schulze, R. (2002). Working memory
capacity explains reasoning ability – and a little bit more. Intelligence, 30, 261–288.

Thompson, G. (1916). A hierarchy without a general factor. British Journal of Psychology, 8,
271–281.

Thorndike, E. L. (1927). The measurement of intelligence. New York: Teachers College,
Columbia University.

Todd, J. J., & Marois, R. (2004). Capacity limit of visual short-term memory in human
posterior parietal cortex. Nature, 428, 751–754.

Turley-Ames, K. J., & Whitfield, M. M. (2003). Strategy training and working memory task
performance. Journal of Memory and Language, 49, 446–468.

Turner,M. L., & Engle, R.W. (1989). Is workingmemory capacity task dependent? Journal of
Memory and Language, 28, 127–154.

Unsworth, N., & Engle, R. W. (2006a). Simple and complex memory spans and their relation
to fluid abilities: Evidence from list-length effects. Journal of Memory and
Language, 54, 68–80.

Unsworth, N., & Engle, R. W. (2006b). A temporal-contextual retrieval account of complex
span: An analysis of errors. Journal of Memory and Language, 54, 346–362.

Unsworth, N., & Engle, R. W. (2007). The nature of individual differences in working
memory capacity: Active maintenance in primary memory and controlled search
from secondary memory. Psychological Review, 114, 104–132.

Unsworth, N., Spillers, G. J., & Brewer, A. (2010). The contributions of primary and
secondary memory to working memory capacity: An individual differences analysis
of immediate free recall. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 36, 240–247.

Vogel, E. K., & Machizawa, M. G. (2004). Neural activity predicts individual differences in
visual working memory capacity. Nature, 428, 784–775.

Warrington, E. K., & Shallice, T. (1969). The selective impairment of auditory verbal
short-term memory. Brain, 92, 885–896.

Working Memory and Intelligence 527

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781108770422.022
Downloaded from https://www.cambridge.org/core. University of Toronto, on 17 Dec 2020 at 05:46:02, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781108770422.022
https://www.cambridge.org/core

